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Abstract The exact solution of the non-stationary problem of the tunneling of electrons out of the one-
dimensional potential well by the steady electric field when it is suddenly switched on is obtained. The
formula for the tunnel current density is found. The results obtained are compared with those of stationary
tunneling theory that corresponds to the adiabatic switching on of the electric field. It is noted that the
especially strong dependence of the tunnel current on the way the electric field is switched on arises in the
case of the well a few bound states. This dependence should be taken into account while analysing
experimental data on tunneling ( atom ionisation, for example ) in an electric field.

1. Introduction

In this paper the exact solution of the non-stationary problem of the electron tunneling out of the one-

dimensional well in a steady electric field is given. The main result is that the electron tunneling out of the

well is a quantum transition of the electron from the bound state in the well to the state which represents a

super position of both quasi-stationary states and continuous spectra states and the subsequent

simultaneous penetration of the electron wave ‘through’ the barrier via the channels corresponding to the

bound electron states in the well.

We consider the electron tunneling out of the well under the influence of an electric field as a non

stationary quantum mechanical problem. The electric field causing the tunnel transition is assumed to be

switched on at some moment of time. The initial condition imposed on the solution of the Schrödinger time

equation corresponds to the localised electron state in the well. Such an approach was used by Drukarjev

(1951) while investigating the particle transfer through the potential barrier in the case of the long-range

potential. The present paper generalises Drukarjev’s results to the case of the long-range potential

describing the electric field. This case turns out to be technically more complicated than that of the short-

range potential as the energy distribution function for the initial state is not a meromorphic function which is

in agreement with the results of Krylov and Fock (1947)
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To formulae for the wavefunction of the bound state disintegrating under the influence of the electric

field and for the electron tunnel current density out of the well are derived in the following sections. The

case of the well with the single bound state is considered. The results obtained are compared with those of

the stationary theory of tunneling. The difference between them is considerable especially in the case of the

well with a few bound states and also remains in the case of the well with the single bound state. This is

accounted for by the fact that in the non-stationary theory under the influence of the field impact due to the

switching on of the electric field, the electron is largely knocked out of the initial level and goes over to the

wavepacket state that does not make any appreciable contribution to the tunnel current. In the appendix

we present formulae for the wavefunctions of stationary states and derive some relations required for the

tunnel current calculation

2. The wavefunction

Let us consider the problem of electron tunneling out of the one-dimensional potential well

( ) ( ) ( )[ ]zLzVzV θ+−−θ= 00  under the influence of the electric field E , which is switched on at the

moment of time t = 0  in the half-plane 0>z . The Hamiltonian of the model is written as follows

( ) ( ) ( ) ( )zHtzHtzH int0, θ+=
(1)

( ) ( )H z
m

d
dz

V z0

2

2 0

1
2

= − + ; ( ) ( )zzezH θ−= Eint

The potential energy of an electron ( )V z1  at 0>t  is represented in figure 1. We shall search for the

solution ( )tzE ,ψ  of the Schrödinger time equation with the Hamiltonian ( )H z t, , satisfying the initial

condition

( ) ( )zz EE ϕ=ψ 0, (2)

where ( )zEϕ  is the eigenfunction of the Hamiltonian ( )H z0  with the eigenvalue ( )0VEE < .

( )V z1

V0

E

z
− L 0

Figure 1.  Potential energy of the electron in an electric field
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( V0   and  L  - are the depth and width of potential well )

We expand the wavefunction ( )ψE z t,  in terms of the eigenfunction ( )( )0VEzE <φ  and

( )( )0VEzE >φ σ   of the Hamiltonian ( ) ( )H z H z0 + int :

( ) ( ) ( )∫∫
∞

′−

∞−

′− ′′+′′=ψ
0

0

21,
V

tEi
V

tEi
E EFeEdEFeEdtz (3)

( ) ( ) ( );1 zEaEF EE ′′ φ=′ ( ) ( ) ( )∑
±=σ

σ′σ′ φ=′
1

2 zEaEF EE (4)

Here the index σ  takes into account the double degeneration of energy levels at 0VE > , the constant

coefficient ( )a EE ′  and ( )EaE σ′  are determined by the initial condition (2):

( ) ( ) ( )∫ ϕφ= ′′ zzdzEa EEE
*

(5)
( ) ( ) ( );*∫ ϕφ= σ′σ′ zzdzEa EEE 1±=σ

Using the formulae given in the appendix functions ( )F E1 ′  and ( )F E2 ′  may be transformed into

the form

( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )
..

0
1

0

2

0
1

0

1
2211

2
3

1

2
1

3
1

2
1

3
1

2
1

cc

EPHy
dz
d

k

i
Hy

HyEikEPE

k

m
EF

n

n

n +
′











 ′ζ


 ′
′−


 ′ζ


 ′

ζ′′



 ′Λ′−′′Λκ

′π

δ=′ (6)

where the prime ( ′ ) means that in the corresponding quantity one ought to put E E= ′ ,

( )
Lk

k
Lk

Lk
k

Lk

iEP
′

′

′κ
−′

′
′

′κ+′

=′

2

2

1
2

2

2

1
2

1

cossin

sincos

(7)

the function ( )P E2 ′  is determined by the right-hand side of formula (7) if ′κ1  is replaced by − ′ik1 . The

rest of the notation is given in appendix 1. It should be noted that formula (3) and (6) are precise. The

errors arising in the subsequent relations are connected only with the approximate calculations of the

integrals involved in (3) and (A2.6).
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First of all, we fix the argument phase of Hankel’s functions ( ) ( )( )2,1
3

1 =ζ nH n , namely, we assume

that π−= ieyy  at 0<y . Besides, for simplicity we shall later calculate the wavefunction ( )tzE ,ψ  at

bz >  (see figure 1).

To calculate the integrals involved in (3), let us consider the contour integrals

( ) ( ) ( )I dE e F E n I dE e F En
iE t

C

iE t

Cn

= ′ ′ = = ′ ′− ′ − ′∫ ∫1 3 212
3

, , , , where the contours Cn  ( )n = 12 3, ,  in the

plane of complex variable ′E  are shown in figure 2. Note that for the functions ( )F E1 ′  and ( )F E2 ′  the

point ′ = =E V E0 1  is the branch point and the points ′ = =E E0 2  and ( )′ = − ≡E V z b E0 31  are not

singular. Nevertheless, for convenience the contours Cn  pass around all these points along the infinitely

small circle arcs shown in figure 2.

Firstly, we consider the integral I1 . It can be shown that the function ( )F E1 ′  behaves like

( ) ( ) ( )[ ]ψ+ψ′−− 2
3

2
3

003
2 sincos2exp 2

3
2

1

iEVVbm

at ( ) ,00
ψ−′=−′− ieVEVE Re ′ → − ∞E

Im E′

− R E3 V0 V R0 +
ψ Re E′

C1

C3

C2

R

Figure 2. The integration contours in the plane of a complex variable ′E
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Therefore, the angle ψ   (see contour C1) must be in the interval ( );0,0 3
1 −π  in this case the integral along

the contour C1  are of the radius R → ∞  vanishes. The integrals along the arcs of the radius r → 0  vanish

as well. Applying Cauchy’s theorem on residues to the integral I1 , we obtain the formula

( )dE e F EiE t′ ′ =− ′

−∞
∫ 1

0

( ) ( ) ( )∫ ∑
∞

′−ψ+π−ψψ ′π−=
0 Re

11
1

2exp
Cs

tEiiiii EFeiexFeixtdxe

where 
Re s C1

∑  is the sum of residues in the poles located inside the contour C1 .

The integrals I 2  and I 3  are investigated analogously. By means of the formulae obtained in this

way we arrive at the following expression for the wavefunction

( ) [ ] ( ) ( ){ }+−+ψ=ψ ∫
∞

π−−ψ+π−ψ

0

2
11exp, ixtiii

E exFieexFeixtidxtz

( ) ( )[ ]−+−++ ∫
∞

π−π−−−

0

2
02

2
01

0 iixttiV exVFexVFedxie (8)

( ) ( )







′+′π− ∑∑ ′−′−

321 Re
2

,Re
12

Cs

tEi

CCs

tEi EFeEFei

Formula (8) is correct if the condition

( ) 01 2
1

2
3 1

0 >−ξ− − bzVt , ( ) 3
12

02 bmV≡ξ (9)

is satisfied. It can be shown that with increasing z  the wavefunction sharply decreases if the opposite

inequality is fulfilled.

We investigate the asymptotic behaviour of integrals involved in the right-hand side of the

expression (8) at t → ∞ .

We shall now proceed with the evaluation of the first of the integrals. As the integrand rapidly

decreases with increasing x , the main contribution is made by a small vicinity of the point x = 0 . Taking

into consideration that the point x = 0  is not singular and that
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( ) ( )
2

11

π−ψ+π− ==

=
iii exE

n

n

exE
n

n

dE
EFd

dE
EFd

at x n→ + =0 0 1; , ,..., and integrating by parts, we arrive at the conclusion that this integral vanishes at

t → ∞ .

In the second integral the point x = 0  is the branch point of the integral. Owing to this fact, the

integral does not vanish. The following representation takes place:

( ) ( ) ( )zxxexVFexVF ii ,2
02

2
01 F=+−+ π−π− (10)

where the function ( )zx,F  has no singularity at x = 0 . In view of the rapid decrease of the integrand with

increasing x , we may replace the function ( )zx,F  by its expansion in a power series in x , retaining only

the first two expansion terms

( ) ( ) ( )zxzzx 10, FFF += (11)

The formula for ( )z0F , which can be easily deduced with the aid of the equalities (6), (10) and

(11) is given by

( ) ( ) ( )( ) ( ) ( )[ ]×Λ+Λκζπδ= π BVVbHyemibmz i
02011

14
0 3

1
2

1
22F

( ) ( )[ ]Ab mV L mV B L mV2 2 20 0 0

2

sin cos+
−

(12)

Here the following notation is used ( ( )Γ x  is Euler’s gamma function )

( ) ,ξ= bzy ( ),32 3
216

1 −− Γ−= iA

( ),3 3
261 3

2 Γξπ= π− ieB ( ) 3
12

02 bmV=ξ

Making use of the above formulae, we obtain

( ) ( )[ ]=+−+∫
∞

π−π−−−

0

2
02

2
01

0 iixttiV exVFexVFedxei

( ) ( )






 ++π= − ....

3
2

2
10

0

2
3 z

t
ze

t
i tiV FF (13)
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Now we turn to computing the last term in (8). One can easily show that in the regions 0Re <′E

and 0Re VE >′  the poles of the functions ( )F E1 ′  and ( )F E2 ′  are such (denote them by E i0 0− Γ  ) that

Γ0 0≠   at  0→E . In the region 0Re0 VE <′<  the picture is quite different: here Γ0 0→   at  0→E .

Denote the maximum value of the imaginary part of poles in the region 0Re0 VE <′<   by  Γmax . Consider

such times t , at which  Γmaxt ≤ 1, but 10 >>Γ t , where  Γ0  is the imaginary part of poles lying outside the

region 0Re0 VE <′< . It is obvious that at such times in the formula for the wavefunction one can retain

only the residues in poles for which 0Re0 VE <′< . Therefore, we shall further take into account only the

residues in these poles. It will henceforth be supposed that the inequality

1~
0

0 >>
−

ξ≡
V

EV
y (14)

is fulfilled. The above mentioned poles of the function ( )F E1 , making the greatest contribution to the

wavefunction are determined by the dispersion equation:

( ) +κ−κ− LkkLkk 2212
2
1

2
2 cos2sin

( ) ( )[ ]+κ+κ+ζ+
−

LkkLkk 2212
2
1

2
2

1
cos2sin75

~
72 (15)

( )( ) ,0sin2
~2

2
2
1

2
2 =κ++ ζ−eLkki 2

3~~
3
2 y=ζ

To derive the latter equation we used the asymptotic formulae for Hankel’s functions at large argument

value.

In the absence of an electric field, equation (15) reduces to equation (A1.4) defining the energy

levels ( )En
0  of bound electron states in the potential well. The roots En  of equation (15) are of the form:

( )E E E in n n n= + −0 ∆ Γ

( ) ( )( ) ( )( )[ ] ( )nnnnn ELEVEV ζ−κ+−=Γ −− ~
2exp1

10
12

10
0

01
0 (16)

( ) ( )( )[ ] ( )( )[ ] ,1
10

12
121

0
0

0
0

4
1 2

3 −−− κ+−ξ−=∆ nnnn ELVEVEE ( )0

~~
nEE

n
=

ζ=ζ

The following remark is appropriate here. The general decay theory of the unstable system

prepared at some moment of time is formulated in the book (Goldberger and Watson 1964) This theory

can be applied only to those cases when the poles E i0 0− Γ  of the functions of type ( )F E1 ′  and ( )F E2 ′

have a limited imaginary part. In the electron tunnelling problem in an electric field the functions ( )F En ′ , as
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one may show, have poles with  Γ0 0→ , which makes Goldberger and Watson’s theory inapplicable to

the tunnelling investigation.

Neglecting, in accordance with what has been said above, the exponentially small terms, we arrive

at the formula

( ) ( ) ( )( )∑ ∑ ζ=′π− −′−

2
3

1
2

1

Re

1
12

Cs n
nn

tiE
n

tEi HyeEgEFei n (17)

where the following notation is used:

( )
,1

0

0







+−ξ=

V
E

b
z

y n
n

2
3

3
2

nn y=ζ

( ) ( )
( ) ( )

×






 −
ξδ





 π=

π

0

04

3

0

0
0

2

1

0
4

1
2
1

3

2

2
32

1
V
E

V
EV

mVeEg nn
i

n (18)

( )( )[ ] ( ) ( ) ( )[ ] ,1
~

2111

10
12

1 neEEEEL nnnn
ζ−− Λκ−Λκκ+× ( )E11 κ≡κ

Taking into account formulae (8), (13) and (17), we finally obtain the following expression for the

wavefunction

( ) ( ) ( ) ( )( )∑ ζ+π=ψ −−

n
nn

tiE
n

tiV
E HyeEgze

t
itz n 1

0 3
1

2
1

0

2
3

2
, F (19)

3.  The tunnel function and discussion

The wavefunction (19) has the same structure as in the short-range potential case (Drukarjev 1951). The

first term in the right-hand side of (19) describes a damping transient due to the switching on of an electric

field and spreading out of the wavepacket in time. As is known (Baz et al 1971) this term predominates

over the second one only during a small time interval after switching on the field and also at very large times

when the second term becomes exponentially small. Of most interest is the intermediate time region in

which the first term can be neglected. In this region the electron tunnel current density is of the form:

( ) ( ) ( ) ( ) ( )j z t j t j z tE E E, ,= +1 2

( )( ) ( ) ( ) ;3 2211 ∑ Γ−−ξπ=
n

t
nE

neEgbmetj (20)

( ) ( ) ( ) ( ) ( ) ( )( )[ ]
( )

∑
′≠

′
′′

−−
′ ζ∂ζ= ′

nn
nn

nnznn
EEit

nnE HyHy
m

ie
eggtzj nn

,

*11*2

3
1

2
1

3
1

2
1*

2
,

t
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The quantity ( ) ( )j tE
1  is the independent of time ( at 1<<Γ tn  ) component of the tunnel current.

The oscillating in the time and the space part of current ( ) ( )j z tE
2 ,  is a result of interference between the

transition amplitudes corresponding to the electron jumping from the level E  in the well to the neighbouring

levels. Note that in the formula for ( ) ( )j tE
1  we have neglected the smooth dependence onz , arising from

Γn ≠ 0 .

According to formulae (3), (19) and (20) the physical picture of the electron tunnelling

phenomenon out of the potential well is as follows. Under the influence of the field impact due to the

switching on of an electric field the electron goes over from the stationary state in the well to the state which

is superposition of the quasistatioinary states (i.e. of the states with the finite lifetime 1−Γ=τ nn )

and of the continuous spectra states. The tunnelling is a leaking of the electron wave simultaneously through

the barrier via those channels which correspond to the energy levels ( )En
0  in the well.

Consider the case ( ) π<2
1

02mVL , when there is a single bound state in the well. In this case the

total tunnel current ( )j z tE ,  (20) reduces to the quantity ( ) ( )j tE
1 , only the term n  in (20) corresponding to

( )E En
0 =  being retained. Calculate the quantity ( ) ( )g E g En ≡ . Making use of the formula (A2.9), we can

easily show that the following equality takes place when condition (A2.8) is satisfied:

( ) ( ) ( ) ( )
4

3
2

1 4
1

0

0

01
2111 4

ξ





−

−′
κ
π≈′Λ′κ−′Λκ

EV
V

V
EE

E
EEE (21)

Putting ( )′ − = − ≈E E E E En n n
0 ∆  in (21) and using (16) and (18), we receive

( ) ( )[ ] ζ−−−
−

π κ+ξ










 −πδ−=
~2

12
1

2

0

2
1

0

0 1
316

2
1

3
2

eEL
V
E

V
EV

eEg
i

(22)

While investigating the electron tunnelling out of the well, the stationary problem is usually studied i.e. the

electric field E  is supposed to act constantly in time, without switching on and off. The solution to the

stationary Schrödinger equation ( ) ( )zEzH EE φ=φ  with the Hamiltonian ( ) ( )H H z H z= +0 int , obeying

the outgoing-wave boundary condition (Baz et al 1971, Blokhintsev 1961), is looked for. The outgoing

wave condition consists in the requirement that outside the barrier there be only the waves that correspond

to the knocking out of the well electrons. Compare the results of the stationary theory of tunnelling with

those obtained in this paper. To this end we derive the stationary theory formulae which are analogous to
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!18) and (19). As is seen from formula (A1.1) for ( )zEφ , the outgoing-wave condition in the tunnelling

problem being considered is expressed by the equality

( ) ( )~R E2 0= (23)

which is equivalent to the dispersive equation (15). According to (A1.1), in the region z f 0  the electron

wavefunction supplemented with the factor e iEt−  may be represented in the form (compare with relation

(19))

( ) ( ) ( ) ( ) iEt
E eHyEgtz −ζ=φ 1

3
1

2
1~, (24)

( ) ( ) ( )~ ~~g E dR EE = 1
2

1

The constant  ~d   is defined by the condition

( ) ( )zz EE ϕ=φ at 0<z and Γn → 0

the wavefunctions  ( )zEφ   and  ( )zEϕ   being expressed by relations (A1.1) and (A1.3) This condition

gives: ( )1exp
~ κδ= Ld . Taking into account the relationships (A1.1), (23) and (24), we have

( ) ζ−π ξ




 −





 πδ=

~4
1

0

0
2
1

4
1

3
2

3
~ e

V
EV

eEg
i

(25)

The tunnel current density in the state (24) is given by

( ) ( ) ( ) ( ) t
nEzEE

n

nnn
etztzmietzj Γ−Γ=φ∂φ≡ 2* 2,,2,

t

The ratio of the quantities ( )g E   (22)  and  ( )~g E   (25)  is

( )
( ) ( ) ( ) 2

1
4

3
2

1

2
12

1

2

0

4
3

0

0 1
32~ EeL

V
E

V
EV

Eg
Eg ≈κ+ξ










 −π−= −−
−

(26

According to (26), the electron tunnel current calculated within the consistent non-stationary theory turns

out much smaller than in the stationary theory. This is due to the fact that under the influence of the field

impact the electron is largely knocked out of the initial bound state, passing to the continuous spectra

states. Then the wavepacket formed by these continuous spectra states is spread out in time but in the

intermediate time range mentioned above the wavepacket described by the first term in the right-hand side

of (19) does not make any appreciable contribution to the tunnel current.
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The present theory describes the case of the sudden switching on of an electric field when under

the action of the field impact an intense ‘shaking’ of the system takes place. The stationary theory seems to

describe the tunnelling in a different limiting case - when the electric field is switched on adiabatically. The

appreciable dependence of the tunnel current value upon the way the electric field is switched on should be

taken into account while analysing the experimental data on tunnelling (atom ionisation, for instance) in an

electric field.

It is of interest that the electric field has a marked effect on the character of the spreading out of the

wavepacket in time. Indeed, in the case being considered the wavepacket is spread out in time according

to the law t −3
2 , while in the short-range potential case it is spread out according to the law t − 1

2

(Drukarjev 1951).

Note that in the stationary tunneling theory, in which the outgoing-wave boundary condition is used,

the wavefunction ( )tzE ,φ  (24) is exponentially divergent at z → +∞ . Indeed, making use of the

asymptotic formula for the Hankel function and of the formula ( )0,Re >Γ≡′Γ−′= EEiEE , we obtain

( ) ( )( ) 



 ξ′+−Γ≈φ 2

3
2

1

00 1exp, VEbzVtzE  at z → +∞

This difficulty is absent, in accordance with the known conclusion (see, for instance, Drukarjev 1951,

Blokhintsev 1961, Nussenzveig 1972), in the non-stationary theory of tunnelling.
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Appendix 1.   The stationary state wavefunctions

The solutions of the stationary Schrödinger equation with the Hamiltonian ( ) ( )H z H z0 + int  (see equation

(1)) are the form

[ ]{ zikzikzikzik
E eeLzzeeLzdz 2211 )()()()())(()( *

1
*

1
*

1
*

1
*

1
−

−−
− αγ+α+αγ+α+θ−θ+γ+−−θ⋅=φ

( )( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]},)( 2211
2
1

3
1

2
1

3
1

2
1

ERHyERHyz ζ+ζθ+

),()( *
11, zz EE φ=φ − ( );0VE > (A1.1)

( ){ ( ) ( )( )zikzikz
E eeLzzeLzdz 221

11
~~~

)( −
−

κ δ+δ+θ−θ+−−θ=φ
( ) ( )( ) ( )( ) ( )( ) ( )( )[ ]},~~ 2211

2
1

3
1

2
1

3
1

2
1 ERHyERHyz ζ+ζθ+ ( ).0VE <
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Here the following notation is introduced: ( )( )ζnH
3

1 - is the Hankel function,

( )[ ]k m E V1 02
1
2

= − ,

( )[ ] ,2 2
1

01 EVm −=κ
( )

( )





−=κ−
=

2
1

2
1

2

,2

2

2
Emii

mE
k

,0
0

<
>

E
E

( ) ( )[ ],exp1 12212
1 kkiLkk −σσ+=α σ ,1±=σ
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The following orthogonality and normalisation conditions take place

( )∫ −′δδ=φφ σσ′σσ′′ ,)()(* EEzzdz EE

( )∫ −′δ=φφ ′ EEzzdz EE )()(*

The formula for the wavefunction of the electron stationary state with the energy E  in the well

( )V z0  is written

( ) ( )( ){ zL
E eLkkLkeLzz 11

2212 sincos)( κκ κ+−−θδ=ϕ
( ) ( )[ ] }zzikzik ezekiekiLzz 122 )(11)()( 21212

1 κ−− θ+κ−+κ++θ−θ+ (A1.3)
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The normalisation constant δ  is defined by the condition ( )∫ =ϕ 1
2

zdz E . The electron energy levels E

in the well are the roots of the dispersion equation;

( ) .0cos2sin 2212
2
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2
2 =κ−κ− LkkLkk (A1.4)
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Appendix 2.   Calculation of the coefficients ( )EaE σ′  and ( )a EE ′ .

The quantity ( )EaE σ′ , defined by (5) may be readily reduced to the form

( ) ,)()(
0 int

* 1∫
∞ κ−

σ′σ′ φ
−′
δ= z

EE ezHzdz
EE

Ea ( ),11 Eκ≡κ (A2.1)

( )Eδ=δ . In the derivation of this formula we have made use of the relation (A1.3).

Let us introduce the notation

( ) ,)(
0

*∫
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σ′σ′ φ=κ z
EE ezdzY (A2.2)

The coefficient ( )EaE σ′  is expressed in terms ( )κσ′EY  by the relation:

( ) ( )[ ] ( ) ( ) ( ) ,1 EEE YeEEEa
κ=κσ′σ′ κκ⋅−′δ= ddE (A2.3)

The function ( )κσ′EY  satisfies the equation:
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The solution of this equation obeying the condition ( ) 0=∞σ′EY  is of the form:
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With the aid of (A2.3) and (A2.4), we obtain the sought after relationship
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where the functions ( ) ( )Λn E n′ = 1 2, , are defined by the equalities
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One can easily show that the quantity ( )a EE ′  is defined by the right-hand side of the equality (A2.5) after

replacing )(* zE σ′φ  by )(* zE′φ in it..
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Write out approximate expression for the functions ( )Λn E ′ , derived under the assumption that

,163
1 >>β≡κ Eme (A2.7)

in two limiting cases.

Case 1.    0VEE <<−′  or, to be more precise,

( ) ,13 2
1

<<βγ
− ( ) .1 EeEE κ−′≡γ (A2.8)

In this case
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Case 2. EVEV −<<′− 00 ∼V0 , (A2.10)

In this case

( ) ( )
( )( )

,
2~

2
1

5
1

2
0

2
0

κ
ε−

−−′
′−

−=′Λ
Eme

EVEE

EV
m

E nn (A2.11)

,1~
1 =ε .2~

2 =ε

References

Baz A I, Zel’dovich Ja B and Perelomov A M 1971 Scattering, reactions and decay in the

nonrelativistic quantum mechanics (Moscow: Nauka) (in Russian)

Blokhintsev D I 1961 Foundations of quantum mechanics (Moscow: Vysshaja shola) (in Russian)

Drukarjev D F 1951 Zh. Eksp. Teor. Fiz. 21 59-68

Goldberger M and Watson K 1964 Collision theory (New York: Wiley)

Krylov N S and Fock V A 1947 Zh. Eksp. Teor. Fiz. 17 93-107

Landau L D and Lifshitz E M 1958 Quantum mechanics (Reading. Mass.: Addison-Wesley)

Nussenzveig H M 1972 Causality and dispersion relations (New York: Academic)


